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ABSTRACT - Some aspects of on-line auto-tuning for temperature control of an electric resitance furnace are presented in this paper. Description of system dynamic properties is attained using that body of knowledge commonly  referred to under the general name of System Identification. The auto-tuning PID controller in this paper is equipped with the MBS on-line identification method which is one of the best for identification of electric resistance furnaces. Preparatory information required by the MBS procedure can be captured during preliminary or start-up identification, which can be obtained during the heating-up period of the furnace.








�
1. INTRODUCTION





Electric resistance furnaces are  widely  used  in  the  thermal processing of metals and in the baking of pottery and ceramics. Temperature control of such furnaces arises as a very important problem in many technological processes in industry. Theoretical work has been conducted for many years, and accompanied by many practical implementations. Further developments  are still necessary because modern technologies, including the semiconductor industry, require high accuracy and precision of temperature control. Fortunately, low cost microprocessors  allow the implementation of more sophisticated algorithms going towards adaptive and intelligent temperature control systems.





Classical temperature control systems, based on a simple feedback structure, are often not sufficient to achieve good control accuracy. This is especially true for time-varying and nonlinear systems whose dynamics may change during the operation of the process. It is then necessary to design  control systems where the parameters of the plant are monitored and used to adjust the control algorithm or  controller settings. This approach leads to the idea of adaptive control systems (Astrom and Hagglund (1988)). Their common feature is the existence of an adjustment mechanism which updates controller parameters so that the required control accuracy is maintained. Some practical aspects of auto-tuning temperature control, which is one of the most widespread and important uses of adaptation (Astrom and Hagglund (1988)), will be presented below. Theoretical discussions have been verified by experiments  performed on an electric resistance furnace with a NiCr-NiAl thermocouple as the measuring sensor.





2. AUTO-TUNING PID TEMPERATURE CONTROL





One of the most popular control algorithms, the proportional - integral - derivative or PID structure, can be successfully applied in many industrial processes for temperature control because of its simplicity and robustness. It is very important, however, to determine the optimal settings of a PID controller to achieve good control accuracy. In many cases manual tuning procedures are not sufficient, because good knowledge of the system parameters is required if tuning by trial and error is to be avoided. Thus the controller should be equipped with identification mechanisms which allow the determination of these parameters with high accuracy. This approach leads to the idea of automatic tuning (auto-tuning) of industrial controllers. The block diagram of  the auto-tuning temperature controller  considered in this paper is shown in Fig.1.















































Fig.1. Block diagram of an auto-tuning temperature controller


Knowledge of the dynamic properties of the furnace with  its temperature sensor is  essential  information for proper  design  of  such a temperature controller. Description of system dynamic properties is attained using that body of knowledge commonly  referred  to  under the general name of System Identification (Ljung (1987)). The auto-tuning PID controller in this paper is equipped with the MBS on-line identification method which is one of the best for identification of electric resistance furnaces (Sankowski et al (1993)). Preparatory information required by the MBS procedure can be captured during preliminary or start-up identification (Lobodzinski et al (1993)).








3. START-UP IDENTIFICATION IN THE TIME DOMAIN





Adaptive schemes require  a  priori  information  about  the process dynamics. It is particularly important to know time scales, which are critical for determining suitable sampling intervals  and filtering. The importance of a priori  information  was  overlooked for a  long  time  but  became  apparent  in  connection  with  the development  of   adaptive controllers. Several manufactures were forced to introduce a pretune  mode  to  help  in obtaining the required prior information. The  importance of  prior information also appeared in connection with attempts   to  develop techniques for automatic tuning  of  simple  PID  regulators. 





The most popular identification method  for the determination of the dynamics of the system is the step input method. The  step input method  is  very  simple  but its main drawback  is  its  low  accuracy.  The  technical requirements of a number of thermal processes are  such  that  the application of a step signal is not possible. Moreover this method is extremely time consuming, when the total  step  input  response  is interpreted. A different situation occurs, when the  first  part  of the heating-up curve is considered.





In the first stage of the furnace heating, the maximum value  of  the heating power is applied. This heating power can  be  regarded  as  a step input signal with a maximum value of amplitude. Such a phase can be used for performing a start-up identification procedure allowing some preliminary information to be obtained. This information is particularly important for:





determining the model parameters for the preliminary settings of PID controller  parameters,


determining  the   test   signal   parameters   for a more  sophisticated on-line identification method like  the Multifrequency  Binary Signal (MBS) method.


determining  the sample time. 





The dynamic behaviour of an electric  resistance  furnace  with  a temperature sensor can be  approximately  represented  by  a  first order inertia model with  the time constant (, static  gain K and with pure lag TD Such a transfer function, G(s), is given by (Sankowski et al (1993)):





� OSADŹ Equation.2  ���	(1)





The step response h(t) of this model is described by 





� OSADŹ Equation.2  ���for t>TD	(2)





It is easy to prove that the derivative g(t) of the step response is given by: 





� OSADŹ Equation.2  ���	(3)





For a real system such as a resistance furnace the  curves h(t)  and g(t) are as in Fig.2. The ratio K/(, and pure lag TD   are two parameters of the system which can be determined from this curves. 





The ratio  K/(  can be regarded as the maximum value of the derivative of the step response. Unfortunately, as the recorded measurements are usually disturbed by stochastic Gaussian type noise, the derivative of the step  response  will  be more strongly  disturbed. Special kinds of digital filtering should be applied to reduce this effect.  In  this  paper  a "piece-wise’ polynomial approximation of the step response, h(t), is applied. 





The most widely used approximation method is the 'best piece wise fit' in the sense of the least squares estimation. For example for a second order polynomial the  step  response, h(t) is expressed as:





� OSADŹ Equation.2  ���	(4)





where a0, a1, a2   are coefficients of the polynomial.



























































Fig.2.  Step response and its derivative of the electric resistance furnace.


The approximation is based upon the values of the output signal  at  the  discrete  times  t-J, t-J+1, ... ,t0, t1, ... ,tJ   every  (, where (=tj+1 - tj , j=-J,...0...J, is the  sample time and t0 is the central point. For such assumptions equation (4) can be expressed as:





� OSADŹ Equation.2  ���	(5)





The 'best piece wise fit' in the  sense  of  the  least  squares approximation  gives a coefficients  estimation a0, a1, a2 ,  which minimizes the sum S of the squared errors between the observation of the outputs hj  and the polynomial given in equation 5. Take the sum of squared errors as:





� OSADŹ Equation.2  ���	(6)





The  coefficients a0, a1, a2 minimizing the sum S are found from :





� OSADŹ Equation.2  ���	(7)





It can be easily proved that for the central point t=t0 the value of  the derivative  of  h(t) is simplified to:





� OSADŹ Equation.2  ���	(8)





Experimental  work  performed  in  the  Industrial  Electronics Institute in Warsaw and in the Department of Electroheat  in  Lodz, Poland has proved that the number of  samples, J, between 2 and 5 gives an approximation with appropriate accuracy. Choice of J between  2  and  5 depends on the level of the noise. As can be derived from equations (6) and (7)  the maximum value of the derivative gmax for 2J+1=7 sequential measurement  points can be  obtained from the maximum value of g(t), which is expressed as:





� OSADŹ Equation.2  ���	(9)





where   h(j()=hj  is j-th measurement point of the step response.





The value of  TD  can be determined from the first part of  the recorded curve h(t). The tangent  to  this  step  input  response  cuts  off  the equivalent time delay TD  on the line h=ha, as in Fig.2, so 





� OSADŹ Equation.2  ���	(10)





 where   t1 is the time for which � OSADŹ Equation.2  ��� and ha is an initial temperature of the furnace.





Several simple tuning methods for  PID  controllers  are  based  on transient  response  experiments. One  of  these  was  proposed  by  Ziegler  and  Nichols. This  tuning  method is suitable for this stage because it  uses only  two parameters determined during start up period: gmax and TD  .The regulator parameters : controller gain Kc integral time constant Ti and derivative time constant Td are given by: 





� OSADŹ Equation.2  ���





It is also possible to use more sophisticated tuning rules based on three parameters but  for many electroheat  systems the regulator parameters shown above give satisfactory performance. 








4. MBS IDENTIFICATION IN THE  FREQUENCY DOMAIN





Multifrequency Binary Signals  constitute a versatile  sub-group of the important class of binary test signals. Their main power is concentrated  in  a few chosen harmonics so a few points of the frequency response of the system can be obtained in one experiment.  These signals  offer the advantages of excellent signal-to-noise power ratios for  their dominant harmonics, zero offset and a wide variety of power spectral distribution. As they are based upon step  functions,  which  are  easily generated, they are ideally suited for a microcomputer environment, particularly for the digital measurement of the frequency  response of thermal and other types of  control  systems.   Among  the  many existing MBS test signals the Van den Bos (Van den Bos (1967)),  the Strathclyde and the Lodz (Henderson et al (1987))  forms  have  all given good results for the identification of electroheat systems (Sankowski (1989)).





Figure 3 shows a resistance  furnace  represented  as  a  single input-single output  linear  stationary  process. Let  u(t)  be  a periodic MBS test signal, where the main power is concentrated  in  a few chosen frequencies. For  estimation  purposes,  the furnace temperature, which is the observed output, y(t)  is  regarded as being composed of the true response y(t) plus random  disturbances n(t). These disturbances arising in the system itself or in the  data collection equipment, may be considered as random Gaussian  variables with zero mean values. The dynamics of the system can be  represented by its frequency response G(j() in the form: 





























Fig.3. Electric resistance furnace as a linear stationary process.





� OSADŹ Equation.2  ���� OSADŹ Equation.2  ���	(11)





where: 


       Y(j(), U(j()  - Fourier transforms of the output and 		    input, 


        P((), Q(()  -  real and imaginary part of  G(j().





As was proved in (Sankowski (1989))  the estimators  P((),   Q(() of  the  real  and  imaginary  parts  of  G(j(),  can  be   expressed respectively as 





� OSADŹ Equation.2  ���	(12a)


� OSADŹ Equation.2  ���	(12b)


  where


	(k  is the angular frequency of k-th  harmonics 	((k=k(0 =2k(/N() 


	(0  is the  basic angular frequency 


	aku ,  bku are  the  k-th  harmonics  cosine and  sine  	Fourier coefficient of the  MBS


	(ky, (ky are the  k-th  harmonics cosine and sine 	Fourier  coefficient of  the output 





 These estimators are then given by 





� OSADŹ Equation.2  ���	(13a)





� OSADŹ Equation.2  ���	(13b)





where


	M  is the  number of MBS sequences applied to the 	input. 





In the relationships (13a) and (13b) it can be seen that  the  MBS method corresponds  to  a  kind  of  filtering.  As  the  constituent operation is summation over n for  every  k  after  multiplying   the output, y(t), by cos(t,  and  sin(t  respectively,  the  method  is precisely digital frequency analysis by the correlation method. Using equations  (13)  a  simultaneous formation of numerical sums, for the small number of dominant MBS frequencies, may be performed during the idle periods between  sampling  instants. By contrast, although the FFT (Fast Fourier Transform)  algorithm  is much quicker, a complete data record must  be  available  before  the computation commences. In addition as the MBS method only requires  a limited number of computable frequency points there  is  no  need  to employ an algorithm as complex as the FFT.  It has  been  shown  that the P(() and Q(() estimates of the real and imaginary part  of  the frequency   response, determined by MBS are unbiased and  consistent estimates with variances which  are  inversely  proportional  to  the product of the experiment time duration, and the  power  concentrated at the k-th frequency of the input signal (Sankowski (1989)).





A true frequency domain adaptive controller requires a recursive method for the on-line estimation of frequency domain properties of the system or process to be controlled. The paper presents below a method for recursive frequency analysis by the correlation method  which is a recursive version of the well known DFT algorithm (McGhee et al (1994)).





Consider a discrete interval data record for the signal, z(n), which is the sum of a multifrequent periodic signal, y(n), in noise, ((n), where the time, n, is discrete time. Let  the discretised period of the fundamental harmonic extend over NP data points. If Zr((k) is the value of the complex coefficient of the k-th harmonic of the Fourier series of z(n) evaluated from the r-th to the (r+NP-1)-th data points it may be expressed as:





�OSADŹ Equation.2 ���	(14)





In a similar way,  over the NP points of the record from the (r+1)-th to the (r+NP)-th data points these complex coefficients will have the values Zr+1((k), which are different from Zr((k) because of the noise, ((n), given by 





�OSADŹ Equation.2 ���	(15)





When (14) is subtracted from (15) it is straightforward to express Zr+1((k), in terms of  Zr((k) and the r-th and the (r+NP)-th data points, in the form  





�OSADŹ Equation.2 ���	(16)





This relationship is essentially a recurrence relation which updates the current estimate with the aid of a current correction factor, (c(r), whose value is 





�OSADŹ Equation.2 ��� 	(17)





A graphical illustration of presented recursive frequency analysis is shown in Fig.4.


From the auto-tuning temperature control point of view it is very important that MBS identification experiments can be performed both in open and closed loop structure (Kucharski and Sankowski (1994)).





� OSADŹ MSDraw  ���





Fig.4. Illustration of the algorithm for recursive frequency analysis





For the synthesis of temperature controllers a very important  area of the frequency response to be identified occurs near its region, where the system phase response has a phase  lag  of 180 degrees (-( radians). Measuring in this area, which is strictly dependent on the spectrum of the test signal thus requires the test signal energy to be concentrated in nearby frequencies. The MBS spectrum  depends on  the   number  of  pulses  N  in  one sequence, and also on the duration time ( of  one pulse. Apparent time delay TD  obtained during start-up identification procedure can be used to assess the  sample time to assure the proper frequency region to be identified. The  Van den Bos signal may be used to  illustrate this problem. The main power  of  this  signal  is  concentrated  at  six angular  frequencies:  (0, 2(0, 4(0, 8(0, 16(0, 32(0.  This signal is an even function of time and has the number of bits N=128 (Fig.5)





























Fig.5. MBS Van den Bos signal.





For the model described by Eq.1, the phase angle ((()  is  composed of two parts : (c(() and (TD(() :





� OSADŹ Equation.2  ���	(18)





It is apparent that for (= (max = kmax(0  





� OSADŹ Equation.2  ���	(19)





Taking Equations (18), and (19) after transformations





� OSADŹ Equation.2  ���	(20)





In the spectrum of the  Van den  Bos  MBS  the  highest useful frequency is  (max=32(0  (kmax=32), N=128, this  gives sample time (<TD.  From other side basing on the Nyquist  theory  the  sample frequency should be at least twice as big  as  the  highest  signal frequency of interest. In the case of the Van den Bos MBS signal the  number  of  samples with respect to this highest frequency is equal  to  four  (128/32) so it is adequate.








5. EXPERIMENTAL WORK





The theoretical discussion presented in this paper has been verified experimentally for a real electroheat system using a computer controlled data acquisition and processing system. An industrial chamber furnace with a maximum power of 20 kW was used as a controlled plant with a NiCr-NiAl thermocouple applied as a temperature sensor. The results of the experiment is shown in Fig. 6.





In this Figure the two phases of the auto-tuning procedure can be noticed. First the furnace reaches the temperature set point with the PID algorithm tuned according to the star-up identification results. Next the on-line MBS identification procedure is performed in a closed loop structure. The updated PID algorithm settings are then calculated using the frequency response of the furnace obtained during the MBS identification experiment. Finally the control accuracy has been checked by applying a small increase and decrease of the set point. 








6. CONCLUSIONS





The auto-tuning temperature controller described in this paper uses both the start-up identification procedure and the on-line MBS identification procedure. 





The start-up procedure, being a source of a-priori knowledge, gives results in time domain form. They are used for preliminary tuning of PID controller and for preparing of MBS experiment as well.





The on-line MBS identification procedure injects a small perturbation signal into the system and yields a few points  of its frequency response. These results are used for final tuning of the PID controller. This on line identification procedure can be repeated at any time during the operation of the process
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Fig.6. Auto-tuning temperature control of an electric resistance furnace.
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